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Abstract- The validity of a method can be verified by analyzing 

the stability property of a rational interpolation scheme. In this 

article, investigation is carried out on a rational interpolation 

scheme of order 7,  through two major processes of converting 

the resulting rational function to a complex outlook, and then, 

transforming the complex function to a polar form, from which 

the stability region of the method is constructed in the form of 

Jordan Curve. The regions of stability and instability as well as 

the encroachment interval of the scheme is determined with the 

use of Maple-18 and Matlab packages 

 

Index Terms- Rational Interpolation, Consistency, A-Stability, 

Region of Instability, Region of    Stability, Encroachment 

interval 

.  

 

I. INTRODUCTION 

Numerical methods for evaluating systems of Ordinary 

Differential Equations (ODEs) have been attracting much 

attention because they proffer the solutions of problems 

arising from the mathematical formulation of physical 

situations such as those in chemical kinetics, population, 

economic, political and social models. Numerical solution of 

ordinary differential equations can be obtained using rational 

integrators, such as linear multistep, Runge-Kutta and 

exponential methods and many others. 

The object of our study is the stability function of a general 

rational integrator reported in Aashikpelokhai [1] and whose 

underlying interpolant is a rational function  
1( ) ( )L MP x Q x 

  where  ( ) and ( )L MP x Q x  are 

polynomial functions of degrees L and M respectively. 

 

The stability function of any integrator is what is normally 

used in determining the Region of absolute stability of such 

an integrator. A common yardstick which is used in the 

determination of the Region of Absolute Stability (RAS) is 

the unit ball in
nR .. The stability function ( )S h is defined as 

the ratio 
1n

n

y
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and 

,( ) 1 ( ) 1L MS h R h   .  

According to Aashikpelokhai and Elakhe [1], it was shown 

that 
, ( )L MR h  is A-Stable, if and only if 2M L M   . 

Consequently, we concentrate our attention on these 

constrained values of L and M if we have to achieve A-Stable 

method. 

The works of Aashikpelokhai [2] and Agbeboh [3] 

established that rational integrator methods, can solve 

problems that are either stiff or non-stiff in nature. Agbeboh 

and Aashikpelokhai [4] worked on implementation of 

rational integrator, of order 26, which produced result that 

compared favorably well with other existing methods without 

really establishing the stability region of the method. All of 

these works were basically for the improvement of numerical 

solutions to initial value problems, which sets the foundation 

for the study. The region of absolute stability (RAS), is the 

same as the region in which the absolute value of the stability 

function lies in the unit circle. As Aashikpelokhai [2] puts it, 

the smallness of the individual error is called accuracy but the 

ability to keep the effect of this error under control is called 

stability. He further opined that the region of absolute 

stability (RAS) of rational interpolation methods always lie 

entirely on the left-half of the complex plane. Therefore, for a 

rational interpolation method to be useful, it should possess 

an appropriate stability property. 

 The overall aim of this study is to determine the stability 

polynomial, and establish the region of absolute stability of a 

rational integrator of order 7; that is when k = 4. Our 

computational experience as exemplified by the works of 

Aashikpelokhai [2], Fatunla and Aashikpelokhai [5], along 

with the research work given by Fatunla [6], Lambert and 

Shaw [7], Otunta and Ikhile [8], all give credence to the need 

for rational integrators. To go about this there is need to first 

establish the basic matrix of the method, which will give an 

investigative advantage to obtain result easily. The 

Crammer’s Rule is implemented to enable the determination 

of the stability function of the method. Basically, there are 

two ways of approaching the expansion of the stability 

function; these will be through direct algebraic method using 

F (u, v) and polar method of F(R, ). By employing the 

binomial expansion on F (u, v), we established the complex 
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integrating function and reduce the expansion to polar form at 

which point we introduce F(R, ), where R represents the 

polynomial of the complex integrator function, while 

argument ( ) is the angle of rotation, about which the roots 

of R, are determined. After the expansion, the integrator is 

subjected to a sequence of solvability analysis to establish the 

stability function for the rational integrator for the case k = 4. 

The roots of the complex polynomial are determined to 

enable the plotting of the Jordan curve, which will show both 

the Region of Absolute stability (RAS) and the Region of 

instability (RIS). 

II. STABILITY ANALYISIS OF THE METHOD 

The general rational integrator formula for k = 

4, is defined by: 

3
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and if given that: 

0
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r
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

                     (2.2) 

Therefore (2.1) can be written as: 
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 
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Expanding and collecting equal coefficients of  
'r sx  , we have 

 

 

                         
(2.5) 

 

    

           
 

 

 

Where  

Since the numerator is order 3, the integrator 

parameters: 

4 5 6 7 8 9 10 0p p p p p p p       , Hence 

6 1 5 2 4 3 3 4 7

5 1 4 2 3 3 2 4 6

4 1 3 2 2 3 1 4 5

3 1 2 2 1 3 0 4 4

c q c q c q c q c

c q c q c q c q c

c q c q c q c q c

c q c q c q c q c

     


     


     
     

       (2.6) 

So the matrix associated with this method is given 

as: 

                      (2.7) 

At integration point, 1nx x  , and so, (2.2) 

becomes 

1

0

( ) r

r n

r

U x c x






                             (2.8) 

But by Taylor series expansion of 1ny  , we have 

( )

1

0 0 !

r r
r n

r n

r r

h y
c x

r

 



 

                         (2.9) 

Which gives 
( )

1
!

r r
r n

r n

h y
c x

r
   for 0,1,2,3,...r             (2.10) 

From (2.9), we have 
( )

1!

r r

n
r r

n

h y
c

r x 

                        (2.11) 

Hence  

 

Then (2.7) becomes: 

(2.12) 

However the use of matrix (2.12), will give us 
investigative advantage to obtain results easily. When 
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(2.12) is subjected to a test equation y y  , it 

becomes: 

  
6 5 4 3 7

6 5 4 3 7

1 1 1 1 1

5 4 3 2
1

5 4 3 2

1 1 1 1 2

4 3 2
3

4 3 2

41 1 1 1

3 2
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      (2.13) 

Where h h   

By using Crammer’s rule on (2.13), we get the 

values for 1 2 3 4, ,  and q q q q  as follows: 

Let   
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 
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X X X X
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With the use of Maple-18 package the following 

values were obtained: 
2 3 4

2 3 4

1 1 2 1 3 1 4 1

4 2
, , ,

7 7 205 1840
n n n n

h h h h
q x q x q x q x           

From (2.1), when expanded, we have: 

 

     
2 3

1

1 1 1
2 6

1

n

n

h h
A B C h A B A

y

y A B C D


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 
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Where 2 3 4

1 1 2 1 3 1 4 1, , ,n n n nA q x B q x C q x D q x         

Substituting into (2.13) and simplifying, we get: 
3 2

4 3 2

4 60 360 840
( )

16 120 480 840

h h h
S h

h h h h

  


   
     (2.20) 

And (2.14) is called the stability function of the 

method. 
3 2

4 3 2

4 60 360 840 ( )
( )

16 120 480 840 ( )

h h h h
S h

h h h h h





  
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   
    (2.21) 

By letting h u iv    

  3 2, 4(u+iv) +60(u+iv) +360u+360iv+840u v    (2.22) 

Expanding (2.16) and converting to the 

form ( )A iB  , we obtain 

   (2.23) 
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     (2.24)  

Similarly  

(2.25) 

Expanding (2.25) and converting to the 

form ( )A iB  , we obtain 

  (2.26) 

    (2.27) 

From (2.21) 

( )
( ) 1

( )

h
S h

h




   holds if and only if 

( ) ( )h h   and 

 

( ) ( ) 0h h    

2 2( ) ( )h A B    

2 2( ) ( )h C D    

2 2 2 2( ) ( )A B C D     = 

 

 

Expanding we get: 

 

Again converting (2.29) to polar form by letting 

u = Rcos( ); v= Rsin( )   , we obtain: 

 
 

 
Next to determine the various values of R, for the 

corresponding values of   for 0 2     

We have the following table: 

 

TABLE 1: Computed values of  and R   

 
 

When the values are plotted to get the Jordan curve, 

we have: 

 
PLOT 1: Jordan plot of the method (k = 4) 

RAS= Region of Absolute Stability 

RIS- Region of Instability 

 

(2.28) 

(2.29) 

(2.30) 
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From the above curve, the method for k = 4, is 

observed to be A-stable. It can further be shown 

that the method is also L-Stable, as can be seen 

below: 

Proof: 

Let  
3 2

4 3 2

4 60 360 840
( )

16 120 480 840

h h h
S h

h h h h

  


   
 (2.31) 

Since 
3 2

4 3 2

4h +60h +360h+840
lim 0

h -16h +120h -480h+840
h

 
 

 
  (2.32) 

Therefore, the method with the stability function 

(2.31) is L-Stable 
 

III. DISCUSSION AND CONCLUSION 

After a successful expansion of the rational integrator, we 

represented the Stability function in the form of polar curve 

using MATLAB and MAPLE-18 packages. Thus, the 

following findings are visible.  

• It shows the region of absolute stability  

• The exterior (outside) of the curve represent the region of 

absolute stability (RAS) of the integrator.  

• The Region of instability (RIS) is on the positive side of the 

complex plane, which is within the stability (polar) curve.  

• The rational integrator τ is within the interval ±19.16 where 

τ is the encroachment point.  

It can be concluded that the Region of Absolute Stability 

(RAS) of the rational Interpolation method lies entirely on the 

Left-half of the complex plane. At the same time, the region 

of instability (RIS), lies within the Jordan curve as seen from 

the figure 1 above.  This work revealed that, the Region of 

Absolute Stability (RAS) for k=4 is a superset of the entire 

left-half of the complex plane. Furthermore, the rational 

interpolation scheme is not only A-stable, but also L- stable. 
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